# Assignment 2 - Linear Models

### Q2.6

# set your path  
data<-read.table(file = "hooker.txt",header = TRUE)  
head(data)

## BT AP  
## 1 210.8 29.211  
## 2 210.2 28.559  
## 3 208.4 27.972  
## 4 202.5 24.697  
## 5 200.6 23.726  
## 6 200.1 23.369

# Initialize variables from HW1 data  
TEMP<-data$BT  
AP<-data$AP  
  
x<-100\*log(AP)  
  
x\_mean<-mean(x)  
y\_mean<-mean(TEMP)  
  
Sxx<-sum((x-x\_mean)^2)  
Sxy<-sum((x-x\_mean)\*TEMP)  
  
beta\_1<-Sxy/Sxx  
beta\_0<- y\_mean-beta\_1\*x\_mean

#### (d)(i)

# 95% confidence interval for beta\_1  
n<-length(x)  
alpha<-0.05  
t<-qt(1-alpha/2,df=n-2)  
SE<-sqrt(sum((TEMP-beta\_0-beta\_1\*x)^2)/(n-2))/sqrt(Sxx)  
CI<-c(beta\_1-t\*SE,beta\_1+t\*SE)  
cat("95% confidence interval for beta\_1 is: ",CI)

## 95% confidence interval for beta\_1 is: 0.4699716 0.4863969

#### (d)(ii)

# Calculate 95% confidence interval for the average temperature when AP = 25  
x\_25<-100\*log(25)  
y\_25<-beta\_0+beta\_1\*x\_25  
  
SE<-sqrt(sum((TEMP-beta\_0-beta\_1\*x)^2)/(n-2))\*sqrt(1/n+(x\_25-x\_mean)^2/Sxx)  
CI<-c(y\_25-t\*SE,y\_25+t\*SE)  
cat("95% confidence interval for the average temperature when AP = 25 is: ",CI)

## 95% confidence interval for the average temperature when AP = 25 is: 202.9448 203.4351

# Check the 95% confidence interval for the average temperature when AP = 25 using predict()  
fit<-lm(TEMP~x)  
predict(fit,newdata=data.frame(x=100\*log(25)),interval="confidence",level=0.95)

## fit lwr upr  
## 1 203.19 202.9448 203.4351

### Q2.8

# Initialize data from question  
company <- c("General Motors", "Ford/Volvo", "Renault/Nissan", "Volkswagen", "DaimlerChrysler", "Toyota", "Fiat", "Honda", "PSA", "BMW")  
cars\_sold <- c(8149, 7316, 4778, 4580, 4506, 4454, 2535, 2291, 2278, 1187)  
revenue <- c(1996, 2118, 1174, 943, 1813, 1175, 628, 605, 465, 447)  
  
# Create data frame  
df <- data.frame(company, cars\_sold, revenue)  
  
# Fit linear model y = revenue, x = cars sold (sales)  
fit <- lm(revenue ~ cars\_sold, data = df)  
  
# Print summary  
summary(fit)

##   
## Call:  
## lm(formula = revenue ~ cars\_sold, data = df)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -291.21 -151.73 -48.85 71.08 598.21   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 31.9113 185.2190 0.172 0.867488   
## cars\_sold 0.2625 0.0393 6.680 0.000156 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 264 on 8 degrees of freedom  
## Multiple R-squared: 0.848, Adjusted R-squared: 0.829   
## F-statistic: 44.62 on 1 and 8 DF, p-value: 0.0001559

#### (a)

Hypothesis testing for the importance of cars sold in predicting revenue. - Null hypothesis: The slope of the linear model is 0. - Alternative hypothesis: The slope of the linear model is not 0.

## Since the p-value = 0.000156 < 0.05, we reject the null hypothesis that the slope is 0. There is a significant linear relationship between revenue and cars sold.

#### (b)

# 95% confidence interval for the regression coefficient of the number of cars sold  
n <- length(cars\_sold)  
alpha <- 0.05  
t <- qt(1-alpha/2, df = n-2)  
beta\_0 <- coef(fit)[1]  
beta\_1 <- coef(fit)[2]  
x\_mean <- mean(cars\_sold)  
y\_mean <- mean(revenue)  
Sxx <- sum((cars\_sold - x\_mean)^2)  
SE <- sqrt(sum((revenue - beta\_0 - beta\_1 \* cars\_sold)^2) / (n-2)) / sqrt(Sxx)  
CI <- c(beta\_1 - t \* SE, beta\_1 + t \* SE)  
cat("95% confidence interval for beta\_1 is: ", CI)

## 95% confidence interval for beta\_1 is: 0.1718915 0.3531304

# Checking the 95% confidence interval using confint()  
confint(fit, level = 0.95)

## 2.5 % 97.5 %  
## (Intercept) -395.2044054 459.0271079  
## cars\_sold 0.1718915 0.3531304

#### (c)

# 90% confidence interval for the regression coefficient of the numbers of cars sold  
alpha <- 0.1  
t <- qt(1-alpha/2, df = n-2)  
SE <- sqrt(sum((revenue - beta\_0 - beta\_1 \* cars\_sold)^2) / (n-2)) / sqrt(Sxx)  
CI <- c(beta\_1 - t \* SE, beta\_1 + t \* SE)  
cat("90% confidence interval for beta\_1 is: ", CI)

## 90% confidence interval for beta\_1 is: 0.189436 0.335586

# Check again using confint()  
confint(fit, level = 0.90)

## 5 % 95 %  
## (Intercept) -312.512258 376.334960  
## cars\_sold 0.189436 0.335586

#### (d)

# Calculate the coefficient of determination by taking model sum of squares divided by the total sum of squares  
SST <- sum((revenue - y\_mean)^2)  
SSReg <- beta\_1^2 \* Sxx  
  
# Coefficient of Determination  
R2 <- SSReg / SST  
cat("The coefficient of determination is: ", R2)

## The coefficient of determination is: 0.8479792

# get the coefficent of determination using summary()  
R2 <- summary(fit)$r.squared  
cat("The coefficient of determination is: ", R2)

## The coefficient of determination is: 0.8479792

#### (e)

# Calculate standard deviation after factoring sales of cars  
y\_hat <- beta\_0 + beta\_1 \* cars\_sold  
sigma\_no\_x <- sqrt(sum((revenue - y\_hat)^2) / (n-2))  
cat("The standard deviation is when factoring sales of cars: ", sigma\_no\_x, "\n")

## The standard deviation is when factoring sales of cars: 263.9908

# Calculate standard deviation without factoring sales of cars  
y\_hat <- mean(revenue)  
sigma\_x <- sqrt(sum((revenue - y\_hat)^2) / (n-1))  
cat("The standard deviation is without factoring sales of cars: ", sigma\_x, "\n")

## The standard deviation is without factoring sales of cars: 638.3531

#### (f)

# Calculate estimates for BMW  
cars\_sold\_BMW <- 1187  
revenue\_BMW <- beta\_0 + beta\_1 \* cars\_sold\_BMW  
cat("The estimated revenue for BMW is: ", revenue\_BMW)

## The estimated revenue for BMW is: 343.5119

### Q2.14

#### (a)

Let ‘x’ denote s the quantities of calcium in carefully prepared solutions. Let ‘y’ denote the corresponding analytical results.

# Initialize x and y variables  
x <- c(4, 8, 12.5, 16, 20, 25, 31, 36, 40, 40)  
y <- c(3.7, 7.8, 12.1, 15.6, 19.8, 24.5, 31.1, 35.5, 39.4, 39.5)  
  
# Fit the linear model of y and x  
x\_mean <- mean(x)  
y\_mean <- mean(y)  
Sxx <- sum((x - x\_mean)^2)  
Sxy <- sum((x - x\_mean) \* y)  
beta\_1 <- Sxy / Sxx  
beta\_0 <- y\_mean - beta\_1 \* x\_mean  
  
# Calculate the number of observations and the t-value  
n <- length(x)  
alpha <- 0.05  
t <- qt(1-alpha/2, df = n-2)  
  
# Residuals and residual sum of squares  
residuals <- y - (beta\_0 + beta\_1 \* x)  
RSS <- sum(residuals^2)   
  
# Print the coefficients  
cat("The estimated coefficients are: beta\_0 = ", beta\_0, ", beta\_1 = ", beta\_1, "\n")

## The estimated coefficients are: beta\_0 = -0.2280899 , beta\_1 = 0.9947566

# Fit a linear model using lm()  
fit <- lm(y ~ x)  
  
summary(fit)

##   
## Call:  
## lm(formula = y ~ x)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -0.16217 -0.10178 -0.07266 0.03979 0.49064   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) -0.228090 0.137840 -1.655 0.137   
## x 0.994757 0.005219 190.585 6.43e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 0.2067 on 8 degrees of freedom  
## Multiple R-squared: 0.9998, Adjusted R-squared: 0.9998   
## F-statistic: 3.632e+04 on 1 and 8 DF, p-value: 6.429e-16

The assumptions made: 1. The data is normally distributed. 2. Each instance of x\_i is independent of other instances, and the same goes for y\_i. — #### (b)

# Calculate standard error for beta\_0  
se\_b0 <- sqrt(RSS / (n-2)) \* sqrt(1/n + x\_mean^2 / Sxx)  
  
# Calculate 95% confidence interval for beta\_0 (intercept)  
CI\_b0 <- c(beta\_0 - t \* se\_b0, beta\_0 + t \* se\_b0)  
cat("95% confidence interval for beta\_0 is: ", CI\_b0, "\n")

## 95% confidence interval for beta\_0 is: -0.5459503 0.08977054

# Check CI\_b0 using confint()  
confint(fit, level = 0.95)[1,]

## 2.5 % 97.5 %   
## -0.54595031 0.08977054

#### (c)

# Calculate standard error for beta\_1  
se\_b1 <- sqrt(RSS / (n-2)) / sqrt(Sxx)  
  
# 95% confidence interval for beta\_1 (slope)  
CI\_b1 <- c(beta\_1 - t \* se\_b1, beta\_1 + t \* se\_b1)  
cat("95% confidence interval for beta\_1 is: ", CI\_b1)

## 95% confidence interval for beta\_1 is: 0.9827204 1.006793

# Check CI\_b1 using confint()  
confint(fit, level = 0.95)[2,]

## 2.5 % 97.5 %   
## 0.9827204 1.0067927

#### (d)

In this context, there are two expectations: i. When x = 0, y = 0. I.e. if there is no calcium in the solution, the analytical result should be 0. ii. The slope of the linear model should be 1, based on the empirical techniques.

Now we test if there is enough evidence for each claim (i) and (ii). (i)

# Hypothesis testing for beta\_0 = 0  
# Null hypothesis: beta\_0 = 0  
# Alternative hypothesis: beta\_0 != 0 (two tail test)  
  
t\_stat <- beta\_0 / (sqrt(sum((y - beta\_0 - beta\_1 \* x)^2) / (n-2)) \* sqrt(1/n + x\_mean^2 / Sxx))  
p\_value <- 2 \* pt(-abs(t\_stat), df = n-2)  
cat("The p-value for testing beta\_0 = 0 is: ", p\_value, "\n")

## The p-value for testing beta\_0 = 0 is: 0.1365732

Since the p-value = 0.1368 > 0.05, we do not reject the null hypothesis that beta\_0 = 0. There is not enough evidence to suggest that the analytical result is non-0 when there is no calcium in the solution.

# Hypothesis testing for beta\_1 = 1  
# Null hypothesis: beta\_1 = 1  
# Alternative hypothesis: beta\_1 != 1 (two tail test)  
  
t\_stat <- (beta\_1 - 1) / (sqrt(sum((y - beta\_0 - beta\_1 \* x)^2) / (n-2)) / sqrt(Sxx))  
p\_value <- 2 \* pt(-abs(t\_stat), df = n-2)  
cat("The p-value for testing beta\_1 = 1 is: ", p\_value, "\n")

## The p-value for testing beta\_1 = 1 is: 0.3445086

Since the p-value = 0.34451 > 0.05, we do not reject the null hypothesis that beta\_1 = 1. There is not enough evidence to suggest that the slope of the linear model is not 1.

#### (e)

Assume that the condition in (d)(i) is true, i.e. beta\_0 = 0. Then the linear model simplifies to y = beta\_1 \* x + e, where ‘e’ denotes error. We can now recalculate the confidence interval for beta\_1.

# Initialize new regression model based on known b0  
lm\_new <- lm(y ~ 0 + x)  
  
summary(lm\_new)

##   
## Call:  
## lm(formula = y ~ 0 + x)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -0.24861 -0.19054 -0.09167 0.00104 0.49827   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## x 0.987153 0.002704 365.1 <2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 0.2258 on 9 degrees of freedom  
## Multiple R-squared: 0.9999, Adjusted R-squared: 0.9999   
## F-statistic: 1.333e+05 on 1 and 9 DF, p-value: < 2.2e-16

# Check the 95% confidence interval for beta\_1 when beta\_0 = 0 using confint()  
confint(lm\_new, level = 0.95)

## 2.5 % 97.5 %  
## x 0.9810362 0.9932693

Now we retest the statement in d(ii) if the slope is 1

# Conduct hypothesis testing for beta\_1 = 1 given the new linear model with known b0  
b1\_new = coef(lm\_new)  
se\_new = summary(lm\_new)$coefficients["x", "Std. Error"]  
t\_stat <- (b1\_new - 1) / se\_new  
p\_value <- 2 \* pt(-abs(t\_stat), df = n-1)  
cat("The p-value for testing beta\_1 = 1 is: ", p\_value)

## The p-value for testing beta\_1 = 1 is: 0.001042038

Since the p-value = 0.00104 < 0.05, we reject the null hypothesis that beta\_1 = 1. There is enough evidence to suggest that the slope of the linear model is not 1.

#### (f)

The results in (d) and (e) are different due to the assumption made in (e) that beta\_0 = 0. This assumption simplifies the linear model by forcing the intercept value to be 0, and changes the degrees of freedom from n-2 to n-1, which affects the t-statistic and p-value. The results in (d) are based on the original linear model, while the results in (e) are based on the simplified linear model with beta\_0 = 0.

### Q2.18

# Create vectors for SBP and Age  
sbp <- c(164, 220, 133, 146, 162, 144, 166, 152, 140, 145, 135, 150, 170, 122, 120)  
age <- c(65, 63, 47, 54, 60, 44, 59, 64, 51, 49, 57, 56, 63, 41, 43)  
  
# Create a dataframe  
data <- data.frame(SBP = sbp, Age = age)  
  
# Display the dataframe  
print(data)

## SBP Age  
## 1 164 65  
## 2 220 63  
## 3 133 47  
## 4 146 54  
## 5 162 60  
## 6 144 44  
## 7 166 59  
## 8 152 64  
## 9 140 51  
## 10 145 49  
## 11 135 57  
## 12 150 56  
## 13 170 63  
## 14 122 41  
## 15 120 43

#### (a)

# scatter plot sbp against age  
plot(data$Age, data$SBP, xlab = "Age", ylab = "SBP", main = "SBP vs Age")  
  
# Label the extreme point with a different colour  
expoint <- data[data$Age == 63 & data$SBP == 220,]  
points(expoint$Age, expoint$SBP, col = "red", pch = 19)

![](data:image/png;base64,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)

The plot shows an almost positive linear relationship between SBP and Age, indicating that as age increases, SBP also increases. There also seems to be a potential out-lier at age 63 with SBP 220 (marked in red).

#### (b)

Let ‘x’ denote the age and ‘y’ denote the SBP. Let the date assume the equation y = beta\_0 + beta\_1 \* x + e, where ‘e’ denotes the error term.

# Fit a linear model of SBP and Age  
model <- lm(SBP ~ Age, data = data)  
  
summary(model)

##   
## Call:  
## lm(formula = SBP ~ Age, data = data)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -21.904 -5.642 -2.221 2.422 50.085   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 33.3062 31.2162 1.067 0.30541   
## Age 2.1684 0.5679 3.818 0.00213 \*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 17.3 on 13 degrees of freedom  
## Multiple R-squared: 0.5286, Adjusted R-squared: 0.4923   
## F-statistic: 14.58 on 1 and 13 DF, p-value: 0.002133

Obtain the fitted equation:

# Get the coefficients of the linear model  
beta\_0 <- coef(model)[1]  
beta\_1 <- coef(model)[2]  
  
cat("The estimated coefficients are: beta\_0 = ", beta\_0, ", beta\_1 = ", beta\_1, "\n")

## The estimated coefficients are: beta\_0 = 33.30617 , beta\_1 = 2.168392

cat("The fitted equation is: y\_i = ", beta\_0, " + ", beta\_1, " \* x\_i")

## The fitted equation is: y\_i = 33.30617 + 2.168392 \* x\_i

#### (c)

# Construct an ANOVA table for the linear model in (b)  
anova(model)

## Analysis of Variance Table  
##   
## Response: SBP  
## Df Sum Sq Mean Sq F value Pr(>F)   
## Age 1 4361.5 4361.5 14.578 0.002133 \*\*  
## Residuals 13 3889.4 299.2   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

#### (d)

# Calculate F ratio for testing the significance of the linear relationship  
f\_value <- summary(model)$fstatistic[1]  
cat("The F ratio for testing the significance of the linear relationship is: ", f\_value, "\n")

## The F ratio for testing the significance of the linear relationship is: 14.57785

# Calculate the p-value for the F ratio  
p\_value <- pf(f\_value, df1 = 1, df2 = 13, lower.tail = FALSE)  
cat("The p-value for the F ratio is: ", p\_value)

## The p-value for the F ratio is: 0.00213278

Assuming alpha = 0.05, since the p-value = 0.002133 < 0.05, we reject the null hypothesis that there is no linear relationship between SBP and Age. There is a significant linear relationship between SBP and Age.

#### (e)

Test the hypothesis that b1 = 0 at alpha = 0.05.

# Define null hypothesis  
# Null hypothesis: beta\_1 = 0  
  
# Conduct t-test for beta\_1 = 0  
t\_stat <- coef(model)[2] / summary(model)$coefficients["Age", "Std. Error"]  
p\_value <- 2 \* pt(-abs(t\_stat), df = 13)  
cat("The p-value for t-testing beta\_1 = 0 is: ", p\_value)

## The p-value for t-testing beta\_1 = 0 is: 0.00213278

Since the p-value = 0.002133 < 0.05, we reject the null hypothesis that beta\_1 = 0. There is a significant linear relationship between SBP and Age.

We notice that the observation in (e) matches that (d).